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Abstract—Many different fuzzy aggregation operators have (static/dynamic classifier selection [8] and overproduce-and-
been successfully used to combine the outputs provided by the choose strategies [9]). Besides, hybrid strategies between the
individual classifiers in a multiclassification system. However, two groups have also been introduced [1].

up to our knowledge, no fuzzy combination method has been . . - .

pPoposed being corgposed of a¥uzzy system. By using a fuzzy lin- While the weighted majorlty vote COUI_d b_e considered as
guistic rule-based classification system as a combination method, the most extended fusion-based combination method [10],
the resulting classifier ensemble would show a hierarchical many other proposals have been developed in the specialized
structure and the operation of the latter component would |iterature, including several successful procedures based on the
be transparent to the user. Moreover, for the specific case of use of fuzzy set theory and, specifically, of fuzzy aggregation

fuzzy multiclassification systems, the new approach could also
become a smart way to allow fuzzy classifiers to deal with high operators [11], [12]. However, up to our knowledge, there has

dimensional problems avoiding the curse of dimensionality. The Not been any previous proposal of a MCS combination method
present contribution establishes the first basis in this direction considering the use of a fuzzy linguistic system to accomplish
by introducing a genetic fuzzy system-based framework to build this task, which can constitute a very interesting alternative.
trnﬁltif;?s)éifli?aﬂrc;iug ctombmatuon method for a bagging fuzzy | this contribution we introduce a framework to derive a
ystem. fuzzy rule-based classification system (FRBCS) playing the
role of the MCS combination method. This fuzzy linguistic
I. INTRODUCTION combination method presents an interpretable structure as it is

Multiclassification systems (MCSs), also called classifié¥2Sed on the use of a single disjunctive fuzzy classification
ensembles, are machine learning tools capable to obtain beftif Per problem class as well as on the classical single-
performance than a single classifier when dealing with corfyinner fuzzy reasoning method [13], [14]. The anteceden_t
plex classification problems, especially when the number Ygiables correspond to the component FRBCSs (and thus its
dimensions or the size of the data are really large [1]. THMmber IS bounded ,by the existing r]umber) and _each of them
most common base classifiers are decision trees [2], nedtaP @ Weight associated representing the certainty degree of
networks [3], and more recently fuzzy classifiers [4], [5], [G]Qach e_n;emble 'membe.r in the classmce}tlon of each class.

MCS design is mainly based on two stages [7]: the Iearnilﬁo%‘c’peCIfIC 9?”et_'c algorithm (GA) 1o de5|gn_ such FRBCS-
of the component classifiers and the combination mechanigJ sed combination method (FRBCS-CM) will be proposed

for the individual decisions provided by them into the globa ith the ability of selecting features and linguistic terms in
the antecedent parts of the rules. In such way, it will perform

MCS output. The overall accuracy of the MCS relies on ﬂL th classifier fusion and classifier selection at cl level. Th
performance and the proper integration of these two tasks. oth classitier fusion and classiner selection at class level. 1he

The research area of combination methods is very activeizgumng system is thus a genetic fuzzy system (GFS) [15],

considers both the direct combination of the results provid s]te(rlrr: ([éa;t;zcgcl?g»a dg:ﬁst'?N:C,tjhzaer:Jr:g:)arsefgbﬁiltaigfﬁgin
by all the initial set of component classifiers to compute the ith ; 9 P y y
trade-off in a proper way [17].

nal output fusion-based methoyland the selection of the best In particular, in the current work the novel FRBCS-CM

single classifier or classifier subset which will be taken into. X i . e
account to orovide a decision for each specific input atteWIII be applied on fuzzy rule-based multiclassification systems
P P put p (ERBMCSS) generated from the bagging and feature selection

methodology we proposed in [4], [5], [6]. Therefore, the

This work has been supported by the Spanish Ministerio de Ciencia e . - . .
Innovacbn under projects TIN2009-07727 and TIN2008-06681-C06-04, bolf#SUting FRBMCS will show a clear hierarchical structure
including EDRF fundings. composed of two levels of FRBCSs allowing it to deal



with high dimensional problems. A preliminary study willcompletely remove a whole candidate classifier or to reduce
be conducted on nine datasets of different sizes from ths contribution to only some specific classes with a specific
UCI machine learning repository to test the accuracy amekight measuring our confidence in the individual classifier for
complexity of the derived FRBMCSs in comparison to th#hat specific class (as done in other existing classifier selection
original FRBMCS. methods such as [21], [22]). All the latter will be performed
This paper is set up as follows. In the next section, thesing a human-interpretable structure generated by means of
preliminaries required for a good understanding of our work GFRBCS.
(MCS combination methods, fuzzy MCS combination meth-
ods, and our approach for designing FRBMCSs consideriﬁ’g
bagging and feature selection) are reviewed. Section Ill de-Fuzzy set theory has been extensively and successfuly
scribes the proposed FRBCS-CM framework, structure, andnsidered for classifier fusion. The use of fuzzy connectives
the GA considered to design it. The experiments developtal combine the outputs of the component classifiers of an
and their analysis are shown in Sec. IV. Finally, Sec. V colleceisemble was first proposed in [23]. Since then, many dif-

Multiclassification System Fuzzy Combination Methods

some concluding remarks and future research lines. ferent fuzzy aggregation operators have been considered in
the specialized literature [11], [12], [24]. In [12] the accuracy
Il. PRELIMINARIES of some of them was compared to that of seven of the usual

This section explores the current literature related to classiisp (i.e., non-fuzzy) aggregation operators when considered
fier ensemble combination methods and reviews our generatas combination operators for Boosting classifier ensembles.

method for FRBMCSs. The conclusions drawn from that experimentation were that
) o o fuzzy combination methods clearly outperformed non-fuzzy
A. Multiclassification System Combination Methods ones.

Two main approaches arise in the literature for the combi- Besides, some other works have extended the classifier
nation of the outputs provided by a previously generated setfakion scope and have proposed some techniques which show
individual classifiers into a single MCS output [18]assifier some similarities with our new proposal. On the one hand,
fusionand classifier selection Bulacio et al. [25] introduced a hybrid classifier selection-

Classifier fusion relies on the assumption that all enserfusion strategy, considering Sugeno’s fuzzy integral as com-
ble members make independent errors. Thus, combining thieation method and a greedy heuristic for the ensemble
decisions of the ensemble members may lead to increasmgmber selection. On the other hand, Lu and Yamaoka [26]
the overall performance of the system. Majority voting, sunmtroduced a fuzzy combination method specifically designed
product, maximum and minimum are examples of functiorfer a hybrid ensemble of three classifiers which shows the
used to combine their decisions [19]. The most extended onevel characteristic of allowing the user to incorporate human
is the weighted majority voting, which allows to weight thesxpert knowledge on the bias of the component classifiers.
contribution of each individual classifier to the final decisioffhis is done by means of an additional refinement module
according to its “classification competence” using coefficientmased on a FRBS comprised by Mamdani-type fuzzy rules.
of importance [10]. In this way, contrary to the FRBCS-CM proposed in the

Alternatively, classifier selection is based on the fact thatrrent contribution, Lu and Yamaoka’'s fuzzy combination
not all the individual classifiers but only a subset of them wilihethod does not make use of fuzzy rules but of a complex
influence on the final decision for each input pattern. Twinzzy reasoning process where the following components are
categories of classifier selection techniques exist: static armhsidered: a linguistic partition for the ensemble members’
dynamic [8], [18]. In the first case, regions of competence aoeitputs, a fuzzy aggregation of their membership degrees
defined during the training phase, while in the second cased a defuzzification method to modify them, and a new
they are defined during the classification phase taking inforisp) aggregation for each class in order to take the final
account the characteristics of the sample to be classified. ThRI€S decision corresponding to the largest aggregated class
is also another family of static classifier selection methoasembership value.
based on the assumption that the candidate classifiers in thAs said, the latter procedure can be complemented by
ensemble could be redundant. These methods are grouprpert-defined fuzzy rules to adjust the importance of the
under the name of overproduce-and-choose strategy (OCS)d@tisions taken for each class according to the nature of the
and they are based on the fact that a large set of candidedenponent classifiers. Hence, a FRBS is used as a refinement
classifiers is generated and then selected to extract the bastlule for the fuzzy combination method decisions. Neverthe-
performing subset (removing duplicates and poor-performitess, this strategy shows several problems such as its specificity
candidate classifiers), which composes the final MCS ustdthe consideration of a simple three-classifier ensemble, its
to classify the whole test set. In addition, hybrid methodsighly complex structure composed of two different nature
between the latter families have been proposed, such as filezy reasoning modules, the need of manually defining the
GA-based dynamic OCS procedure introduced in [20]. fuzzy rules in the refinement module (which could be feasible

The FRBCS-CM proposed in the current contribution wilvhen using a very small number of component classifiers —
belong to the static OCS group and it will be able to eithemly three— but not with dealing with a more usual larger



number. In fact, the FRBSs considered in their experimentatiolass prediction will directly be the most voted class in the
are only composed of a single rule with three inputs as well asmponent classifiers output set. The lowest-order class is
the authors mention they were not able to incorporate exptaken in the case of a tie.
knowledge to the Bayesian component classifier), and theThis ensemble is finally selected using a multicriteria GA
impossibility to perform classifier selection (which of coursén order to look for the best cooperating subset of individual
is not required in the simple ensemble structure considered)assifiers, following a OCS. The final FRBMCS is validated
The proposal made in the current contribution is aimed teing different accuracy (training error, test error) and com-
solve all the latter drawbacks by designing a single fuzzpjexity (number of classifiers, total number of rules) measures.
linguistic combination method in the form of a fully under- For a more detailed description on the methodology, the
standable FRBCS, automatically derived by a GFRBCS, whidafterested reader is referred to the provided references.

shows the capability of performing both classifier fusion andm_ A GENETIC EUZZY CLASSIEIER SYSTEM TO

selection. DESIGN A FUZZY LINGUISTIC COMBINATION
C. Bagging Fuzzy Multiclassification Systems METHOD FOR BAGGING FRBMCS

In previous studies [4], [5]’ we described a methodo|ogy The next subsections will respectively provide a detailed de-
based on classical MCS design approaches such as baggigption of the FRBCS-CM structure and of the composition
[27], random subspace [2], and mutual information-basé the GFS designed to derive its fuzzy knowledge base.
feature select_ion [28] tp generate FF_%BMQSS. The approqgh Fuzzy linguistic combination
umseiiotg eps)%igegeggsr;i&iﬁ Flliiszlaf:?\tlleolln ar: IZ %?_%?gonAs 'said in Sec. II-C, the FRB?SS .considered' in the ensem-
classifier selection technique driven by a multicriteria fitnez’ge will be based on fuzzy classification rules with a class and

function either composed of only an error measure [6] or &c;ﬁrtz:rg]y degrge mfthe consqujlen;;fl%% be the]t-th rule
its combination with a diversity measure [29]. ot the &-th member of an ensemble &f components,

In order to build these FRBMCSs, a normalized dataset is if 2 is A% then ClassC with CFF,

split into two parts, a training set and a test set. The traininﬂ ok e (1 dn. is th ber of cl
set is submitted to an instance and feature selection proce rec; € {1, ne} an nck 1S eknum erko classes.
We will use the expressiof” = {RY,..., R}, } to denote

in order to provide theK individual training sets (the so- he i oy | i ot ) b
called bagg to train the K simple FRBCSs desired throught"€ list of fuzzy rules comprising the-th ensemble member.
us partition each one of these lists into so many sublists

Ishibuchi’'s method. In every case, the bags are generated wi : i ins th | k wh

the same size as the original training set, as commonly done; Innr‘;JIS classegc contains the rules of* whose consequent

this contribution, we consider the use of the random subspdte ¢ 355" o , .

[2], where the feature set of each bag (and thus of each et us also defindi’(z) 1o be the |n.terrrlled|ate output of

component classifier) is randomly selected from the origin‘jle k-th member of the ensemble, which is the fuzzy subset
of the set of class labels computed as follows:

dataset.

The component FRBCSs are based on fuzzy classification & ke Ak
rules R% with a classC¥ and a certainty degre€'F¥ in R (z)(c) = V{jIC,-k:c} CF} - Aj(2). @)
the consequent: |frlf is A?l and ... andxﬁ is A?n then Each component FRBCS maps an input valueo so

ClassCj with CFf, j =1,2,...,N, k=1,2,...,K. They many degrees of membership as the number of classes in
take their decisions by means of the single-winner methaéide problem. The highest of these memberships determines
[13], [14]. To derive the fuzzy knowledge bases, one of the classification of the pattern. That is to say, th¢h
heuristic methods proposed by Ishibuchi et al. in [14] IERBCS classifies an objectas being of class FRBGEr) =
considered and applied on each of the previous bags. T¢ max.c(1,. ..} R*(z)(c). Observe also thaf*(z)(c) is
consequent clasé*j’? and certainty degreé?F}C are statisti- the result of applying the fuzzy reasoning mechanism to the
cally computed from all the examples located in a specifihowledge base defined by the subligt.
fuzzy subspace(A;)". CJ’? is computed as the clagswith The simplest linguistic combination of the component FR-
maximum confidence according to the rule compatible trainil®CSs consists in stacking a selection of some of the rEY;es
examplesD(A;)" = {ef,... el }: ¢(A¥ = Class h) = into a single large rule base. Let us define a binary matrix
|D(A¥) D(Class h)|/|D(A¥)|. CF} is obtained as the [b.] € {0,1}"<*X, and let us agree that, i is zero, then
difference between the confidence of the consequent class gfidis removed from the ensemble adtf (x)(c) = 0. This
the sum of the confidences of the remainder (cad]quV in  selection is equivalent to the hierarchical FRBCS comprising
[14]). n. expressions of the form:

After performing the training stage on all the bags, we get an .
initial whole FRBMCS, which is validated using the training if (membey says that cl_ass Is c) or.. or (membek says

: that class is c) then class is c,

and the test errors as well as a measure of complexity based
on the total number of rules in the FRBCSs. The pure votinghere the asserts “(memhkesays that class is ¢)” have a
approach is applied as combination method: the ensembkgree of certainty.; determined by the rules in the sublist



Smallest ‘ 1,2) ‘ (1,3) ‘ (4,2) ‘ (m,z)‘
classification
margin ’ 0.836 ‘ 0.114 [ 0.533 ‘ 0.654 ‘

‘ (4,1) ‘ (5,3) ‘ (6,1) ‘ (9,2) ‘ ‘ 4,1) ‘ (5,3) ‘ (6,1) ‘ (9,2) ‘

‘ 1,2) ‘ (1,3) ‘ (4,2) ‘ (10,2)‘

‘ 0.765 ‘ 0.125 ‘ 0.523 ‘ 0.688 ‘

‘ 0.128 ‘ 0.225 ‘ 0.432 ‘ 0.991 ‘ ‘ 0.199 ‘ 0.214 ‘ 0.442 ‘ 0.957 ‘

Decision
Surface largest SQUARES Fig. 2. Coding scheme and crossover operation: an individual is a sparse

error a matrix, which is represented by a list of indices and a list of values.

margin

©)
0 O
O 1) Training errore: we compute the error of each ensemble
0 for a large number of bootstrapped resamples of the

training set, and use a quantile of the distribution of these

Fig. 1. The fitness of an ensemble has three components: (a) a quantile of erro_rs as th_e_f'rSt term of the fltneSS._Thls 1S 'ntend_e_d to

the bootstrap estimation of the training error, (b) the largest distance between avoid overfitting when there are outliers in the training

a misclassified example and the decision surface, and (c) the smallest distance get. and also to detect the most robust selections. which

between a correctly classified example and the decision surface. ' . '

are expected to generalize better.

2) Error marginm, : the second component of the fithess
function depends on the distance between the misclassi-
fied examples and their nearest decision surface. Given
an exampler, we have approximated this value by the

I _ Ak gk difference between the highest and the second highest

R (@)(e) = V{(jvk)lcfzc} ber - CF - A5 (). ) term of R’/ (z)(c), and defined that the error margin of

We can define more powerful linguistic selections which ~ &n ensemble is the worst (i.e. the highest) value of this

extend this basic fuzzy reasoning schema. In this paper we difference for any example in the training set.
will use asparsematrix of weights|w.] € [0,1]"<*¥ and 3) Classification margimn.: the third component depends

G*, and those asserts for whidhy is zero are omitted. The
fuzzy output of this selected ensemble is

operate as follows: on the distance between the correctly classified instances
and their nearest decision surface, which is approxi-
R"(z)(c) = ViGmict=cy Wer - CFF - Af(z). (3) mated as before, by the difference between the highest

and the second highest termsid’(z)(c). In this case,
however, the margin of an ensemble is the lowest value
of this difference for all the examples of the training set;
we seek a decision surface with the highest margin.

Thus, the selected ensemble can be seen as a hierarchical
knowledge base with. fuzzy classification rules with weights
in the antecedent part

if (member (w,.;) says that class is c) or.. A lexicographical ordering is defined between two triplets:
(membegk (w.x ) says that class is c) then class is c, (e,m1,mz2) < (¢/,my,m}) <—

where the asserts “memhéw.;) says that class is c” have e<e
a certainty determined by the rules in the subliét, after (e=¢) andmi < m} 4
multiplying their confidence degrees by the same faetgyr: (e =€) and (m1 = m}) and (ma > mb)

i ia Ak k i k . . .

if z is Aj then ClassC'y with wery, - CFF. C. Coding scheme, genetic operators and evolutionary scheme
Again, those rules where ., = 0 are omitted. An individual is an sparse matriw;], which will be

In this case, any of these hierarchical rule bases we hastered as two fixed-length ordered lists of indexesk) and
introduced is univocally determined by a matfix.;]. There- their corresponding values., as displayed in Figure 2. The
fore, the genetic search of the best selection involves findiogromosome length is defined according to the maximum
the best matri{w.x], according to certain criteria that will be percentage of non-zero values in the matrix, which a param-
defined next. Notice that, this search is a selection, becaeser whose value is set by the user in advance. The initial
[weg] is a sparse matrix. As we will detail later, in thispopulation is randomly generated. We have decided to apply
contribution the number of terms,, different than zero is an arithmetic crossover [30] between the lists of values of

a design parameter. both individuals, leaving the lists of indices unchanged. The

] ] mutation operator randomly alternates a nonuniform mutation

B. Fitness function of an element of the list of values [31] and the random
We propose that the quality of a selected and combingéneration of a completely new individual.

fuzzy ensemble is defined by three componeatsn,,ms) Lastly, since the fitness function is not scalar, we have

(see Figure 1), thus the fithess of a possible FRBCS-Cdiécided to implement a tournament-based steady state GA
design is a triplet comprising three real numbers: [32], where at each generation the two last elements in



each tournament are replaced by the offspring of the two
winners. This offspring is the result of the application of the
crossover operator mentioned before, followed by a mutation o
with certain probability.

IV. EXPERIMENTS AND ANALYSIS OF RESULTS -

This section is devoted to validate our new fuzzy linguis-
tic combination method proposal. While the first subsection ;
introduces the experimental setup considered, the second one !
shows the results obtained in the experiments developed and !
their analysis.

1l
T
i

p——

-0.0:

A. Experimental setup

To evaluate the performance of the FRBCS-CM in the
ensembles generated, nine popular data sets from the UCI
machine learning repository have been selected (see Table I).
The number of features ranges from a small value (5) to a
large one (60), while the number of examples does so from
208 to 5,477.

-0.10

.
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TABLE |
DATA SETS CONSIDERED
Fig. 3. Results obtained by the fuzzy linguistic combination method.

[ Data set [ #atir. | #examples| #classes|

Sonar 60 208 2 . .
Vehicle 18 846 4 Vehicle, P-Blocks, Pima, Glass, Yeast, Heart and Phoneme, but
P-Blocks | 10 5,477 S it was unable to obtain a linguistically meaningful aggregation
Pima 8 768 2 in Breast
Glass 9 214 7 )
Breast 9 699 2
TABLE I
Yeast 8 1484 10
Heart 13 270 2 COMPARED TEST ERROR
Phoneme| 5 5,404 2
[ Data set | Bagging | Linguistic selection] %reduction |
_ Sonar | 0.2048+ 0.030 | 0.1932+ 0.028 75%
In order to compare the accuracy of the considered clas{ Vehicle | 0.3570+ 0.022 | 0.3530+ 0.020 75%
sifiers, we used Dietterichsx®-fold cross-validation (&2- P-Blocks | 0.0896+ 0.005 [ 0.0583+ 0.006 90%
. o Pima | 0.2628+ 0.021 | 0.2500= 0.019 90%
CV) [33] The bagglng FRBMCS generf’:lted are |n|t|a"y com- Glass 0.3879+ 0.082 0.3486-+ 0.049 75%
prised by 50 classifiers. The granularity and the number of| Breast | 0.0323+ 0.005 | 0.0349+ 0.006 10%
features used to derive them are both equal to 5. The GA fon Yeast | 04341+ 0.022) 0.4334+ 0.021 75%
S . . Heart | 0.17194 0.034 | 0.1607+ 0.031 50%
the FRBCS-CM derivation works with a population of 100 | pnoneme| 02137+ 0006 | 0.2042+ 0.008 90%

individuals and runs for 2,000 generations (the equivalent to
40 generations in a usual GA with generational replacement

and crossover probability equal to 1). The tournament size is 5The statistical relevance of the differences is graphically
and the mutation probability considered is 0.1. Four differeshown in Figure 3, where we have displayed the 9 boxplots
values have been considered for the chromosome size: @Dthe paired differences between the results the linguistic
25, 50 and 90% of the terms dfv.;] matrix were allowed selection we have introduced in this paper and those of the

to be non-zero, reporting the best choice in each case. Bgging-based ensemble. Negative values signal an advantage
the experiments have been run in a HP Z600 workstatiom our method. The median of the difference has always been
(Intel eight-core Pentium 2.46 GHz computer with 6 GBytesegative, but in Breast, where there is a tie between both
of memory), under the Mac OS X operating system. methods.
) The highest statistical significances are in Phoneme (p-

B. Experiments developed value of 0.01 with a Wilcoxon test) and P-Blocks (p-value

The mean values and standard deviations of the test errorl0—°). Coincidentally, these are the hardest problems of
are shown in Table Il. Observe that the fuzzy ensembles usiogr benchmark. This may indicate that our FRBCS-CM wiill
new fuzzy linguistic combination method have improved thiee able to improve the accuracy of the original fuzzy ensemble
initial ensembles considering the classical voting combinatiém those problems where bagging a random selection of fuzzy
in both accuracy and complexity in all cases but one. Tldassifiers does not produce optimal results. Our bootstrap-
new FRBCS-CM method outperforms the voting one in Sondrased estimation of the training error has prevented an exces-



sive overfitting and has also proven effective detecting thoge]
individual FRBCSs that should be removed, in those cases
there is actually room for an improvement. Not being ablqgl
to improve the results of Breast points in the same direction:
in this dataset, the GFRBCS converged to ensembles with'¥
null training error, thus all the resamples of the training sets
will also have null error and the quantile of the bootstrapi]
distribution does not give more information than a central
moment of the training data. The error margin is null, eithe[rlz]
so further improvements in the learning are guided by the
third term of our fitness function, the classification margin,
In this case, the decreased performance attributable to {}134
linguistic interpretability of our ensemble (i.e., the use of a
t-norm instead of a sum for combining the classifiers) cannid¢!
be compensated by removing the worst ensemble member[sis]

V. CONCLUDING REMARKS AND FUTURE WORKS

We have proposed a novel MCS fuzzy combination methétf!
based on the use of a FRBCS automatically derived by means
a GA. The new fuzzy linguistic combination method showi7]
very interesting characteristics, especially its transparency and
its capability to jointly perform classifier fusion and selection.
In addition, when considered with a fuzzy classifier ensemblé$]
the overall system shows a hierarchical structure, thus making
FRBCSs able to deal with high dimensional problems avoiding;
the curse of dimensionality.

Although the preliminary experiments developed clearlpéo
showed the new proposal is very promising, our next steps
will be headed to perform a wider experimentation comparin
the introduced fuzzy linguistic combination method with som
other crisp and fuzzy combination methods, with other OGg&p
classifier selection methods, and with hybrid methods con-
sidering both classifier selection and fuzzy classifier fusi%%]
(such as [25]). Those results will allow us to validate the
actual performance of this novel ensemble fuzzy combination
framework. 24
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